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Abstract: We study the short- and long-term price effects of the number of competing firms, using panel-

data on 1303 distinct pharmaceutical markets for 78 months. We use actual transaction prices in an 

institutional setting with little scope for non-price competition and where simultaneity problems can be 

addressed effectively. In the long term, the price of generics is found to decrease by 81% when the 

number of firms selling generics with the same strength, form and similar package size is increased from 1 

to 10. Nearly only competition at this fine-grained level matters; the price effect of firms selling other 

products with the same active substance, but with different package size, form, or strength, is only a tenth 

as large. Half of the price reductions take place immediately and 70% within three months. Also, prices of 

originals are found to react to competition, but far less and much slower. 
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1. Introduction 

An important economic question is how the number of sellers affects prices. Many studies have attempted 

to determine this but very few of them are able to distinguish between short- and long-term effects. Weiss 

(1989) summarizes the results of studies in the old industrial economy tradition. Mazzeo (2002), Davis 

(2005) and Singh and Zhu (2008) are more recent examples. 

For the pharmaceutical market, a substantial literature addresses the effect of the number of generic firms 

on prices. Estimates by Caves et al. (1991), Frank and Salkever (1997), and Wiggins and Maness (2004), 

who all use US data, suggest that increasing the number of actual generic suppliers from 1 to 10 reduces 

prices of generics by about 50%.  Reiffen and Ward (2005) estimate the effect to be slightly smaller, but 

Regan (2008), also using US data, and Brekke et al. (2011), who use Norwegian data, find no significant 

negative effects.  

Danzon and Chau (2000) estimated that increasing the number of product per molecule from 1 to 10 was 

associated with a price reduction of 69% in the US and somewhat less in Canada, UK, and Germany, but 

they found no significant effects for France, Italy and Japan. That Danzon and Chau found so large 

associations for some countries, despite being unable to address endogeneity concerns, might be because 

they used cross-sectional data and hence estimated long-run associations. Bernt and Aitiken (2001) report 

data suggesting that the effect can be even larger in the US. They report that, for a sample of top selling 

generic molecules that were still in the market 25 months after the initial entry, the average generic price 

had then fallen by about 94%, while the average number of generic firms had increased to 12.  

Previous results regarding the effect on prices of originals are mixed. Frank and Salkever and Regan found 

that prices of originals increased in response to generic entry, while Caves et al., Wiggins and Maness, 

Saha et al. (2006), who also use US data, and Stargardt (2011), who uses German data, found negative 

effects of more generic competition. Based on US data, Ching (2010a, b) reports mixed results; that some 

brand-name prices increase and a few decrease, as the number of generics become higher. 

The aim of this article is to examine how the number of firms in the market affects the prices of individual 

pharmaceutical products in a setting with well-defined markets and few non-price competitive actions 

available to the firms. Advertising directed toward consumers, for example, is banned by law for 

prescription pharmaceuticals in Sweden and the physical and financial conditions for delivery and 

payment are fixed by the market regulator. 

Unlike the studies mentioned above, we estimate dynamic models, allowing us to study the speed of 

adjustment and distinguishing between short- and long-term effects. Several mechanisms make it likely 

that the short-term effects are smaller than the long-term effects. For example, for an incumbent firm it 

might be easier to achieve a collusive equilibrium by initially maintaining the pre-entrance price so as to 
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allow entering firms to adjust their prices, rather than reducing the price at entry and then attempt to 

achieve a coordinated price increase. Another reason is that, when a firm exits, each remaining firm gains 

by being the last to increase its price. Companies may also have limited ability to predict what the new 

equilibrium price will be, which makes them adjust gradually to the new equilibrium. Lastly, for originals, 

market-specific rules can result in slow adjustment. In the Swedish pharmaceutical market there is a 

dynamic price-cap that may prevent a product that is already the most expensive among substitutes to 

increase its price if it wants to remain in the reimbursement system. Hence, for originals a price-cut that in 

retrospect is found to be too large cannot always be reverted. 

By studying the speed of adjustment, we relate to the large experimental (and theoretical) literature on 

whether and how fast equilibrium is reached in one-sided and two-sided auctions (see e.g. Smith, 1962; 

Plott and George, 1992; List, 2003; Crocket et al., 2011). The Swedish generics market offers a large 

number of recurring high-value auctions and provides an opportunity to learn about the behavior of 

professional bidders. Knowing the speed of adjustment to the number of firms is also important when 

forecasting expenditures for budget purposes and when evaluating reforms in the market. 

Applying a dynamic model to monthly data and using the fact that the rules require firms to submit their 

price bids two months in advance allow us to identify the causal effects of the number of firms. The 

reason is that the monthly data and the bidding rules effectively solve the simultaneity problem that often 

troubles price–concentration studies – under the assumption that firms cannot predict future price shocks 

when submitting their bids. That the simultaneity problem is solved this way enables us to estimate the 

effect of competition, using indicator variables for the number of firms. To our knowledge, this has 

previously been done only by Reiffen and Ward (2005) and Regan (2008) using a few hundred 

observations. We find that the effect of additional firms is large, even then the initial number of firms is 

already large. 

We use a dataset provided by IMS Sweden that covers all off-patent prescription pharmaceuticals sold in 

the Swedish reimbursement system at Swedish pharmacies from January 2006 through June 2012. The 

dataset contains a total of 168,188 observations of prices and total national sales. One advantage with the 

data is that the prices are actual transaction prices, not list prices, as Swedish law forbids pharmaceutical 

firms to give pharmacies discounts or rebates for pharmaceuticals with generic alternatives.
2
 Another is 

that the observations are at the product level
3
, meaning that the composition effects caused by, e.g., 

changes in the distribution over package size will not bias the results. The observations are related to 4 

730 different products in 1 303 exchange groups. The exchange groups consist of products with the same 

                                                           
2
 The last few years, some pharmaceutical firms have given the county councils, which employ most physicians in 

Sweden, chargebacks for some new on-patent drugs, but this does not affect the off-patent drugs under our study-
period. 
3
 A product is defined as a unique combination of substance, form of administration, strength and package size, 

sold by a specific firm. 
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combination of active substance, form of administration, strength, and packet size. At pharmacies, 

consumers can choose among products (brands) within the exchange group of the prescribed product.  

Comparing exchange groups within substances a given month, the data reveals that the price per defined 

daily doze is more than twice as large in the exchange groups with the lowest number of firms compared 

to the one with the most firms. From a policy perspective it is important to study to what extent this 

reflects a causal effect of the number of firms, since this can determine if it is profitable to e.g. reduce the 

administrative fees in order to increase the number of active firms in small exchange groups.  

This paper relates to Bergman, Granlund and Rudholm (2017) which used part of the data used in this 

study to investigate how changing the market share for the lowest bidder affects the cost per defined dose. 

That study also analyzed the effect of the number of firms, but instead of having price of individual 

products as dependent variable, the dependent variable was cost per defined dose measured at the 

exchange-group level. This means that the effect estimated in Bergman, Granlund and Rudholm (2017) is 

a weighted average of the effect on generic prices and on original prices plus an effect that goes through 

changing products’ market shares. Thus, this paper contributes by studying the effects on individual prices 

and by doing this separately for generics and originals. Unlike Bergman, Granlund and Rudholm (2017), 

who implicitly assumed firms to have naïve expectations about the number of competitors, we also allow 

for rational expectations and find evidence consistent with this. 

The results show that in the long term generic prices fall by 81% and original prices by 29% when the 

number of firms selling generics in the exchange group increases from 1 to 10. Flexible-form estimations 

reveal that the effect of the number of firms on prices is well described by constant elasticities; for 

example, the percentage effect on generic prices of going from 6 to 9 firms is nearly equally large as that 

of going from 2 to 3 firms.  

For generics, we find a fast adjustment to a changed number of competitors. About half of the long-term 

effect on prices of a change of the number of firms occurs immediately and 70% of the adjustment takes 

place within three months. For originals, the corresponding figures are only about 10% and 20%, 

respectively. The slower adjustment for originals might in part be explained by the dynamic price-cap 

discussed above. 

Most previous studies have estimated competition at the substance level, but our detailed data allows us to 

distinguish between competition at different levels and we find that the effect of additional firms selling 

the same substance in other exchange groups is close to zero. Thus, one reason as to why our estimates are 

larger than those of previous studies can be that we measure competition at a more fine-grained level. 

Also the effect of therapeutic competitors is small, but the results indicate that generic prices are reduced 

slightly when the number of therapeutic alternatives with generic versions increases. Still, the results 

clearly indicate that competition within the exchange group is the most important type of competition. 
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The article is organized as follows: Section 2 presents the Swedish pharmaceutical market and Section 3 

discusses the data. In Section 4 the empirical method is discussed and results are presented in Section 5. 

Section 6 concludes the paper, while robustness checks are presented and discussed in an appendix. 

 

2. The generics market 

During the study period, a government-funded benefits scheme covered approximately 75% of the cost of 

prescription drugs for Swedish patients and, on the margin, patients with high costs paid nothing (National 

Board on Health and Welfare, 2013). Pharmaceutical firms were (and still are) free to set their own prices, 

but in order to be included in the pharmaceutical benefits scheme, the price must be approved by the 

Dental and Pharmaceutical Benefits Agency (DPBA). In 2002, generic substitution in combination with a 

national market for generics was introduced. Only products within the exchange group, i.e., having the 

same combination of active substance, form of administration, strength, and packet size, are considered 

substitutes.
4
  

Firms wanting their product to be included in the pharmaceutical benefit scheme must submit their price 

bids for month t to DPBA already in month t-2. Firms bid in prices that are uniform across Sweden and 

include transport to the pharmacies. Prices not exceeding the highest price within the exchange group the 

previous month are always approved by the DPBA. During month t-1, DPBA announces all purchase 

prices and the retail pharmacy prices, which are set with a simple algorithm that to the purchase price adds 

a margin that is continuously increasing in the pharmacy purchase price. Note that when the firms submit 

their bids in month t-2, the prices that will apply in month t-1 have already been announced. 

Consequently, the number of active firms in that period is also known. 

Pharmacy personnel are required to inform consumers if cheaper substitute products are available. The 

obligation to substitute is waived if the physician indicated on the prescription that no substitution should 

be allowed for medical reasons or if the pharmacist has reason to believe that the patient would be 

adversely affected, e.g., because the low-cost alternative has a package that is difficult to open for some 

patients. If consumers oppose substitution or choose to switch to another substitute than the cheapest 

available, the entire incremental cost will be charged to them. In the data used in this study, physicians 

opposed substitution for 3.4% of the packages, pharmacist for 2.0% and patients for 10.5%. Due to, e.g., 

stock-outs or pharmacies not complying with the rules, the lowest-cost alternatives’ market shares on 

average reach just above 50 percent. 

                                                           
4
 Packet size is allowed to vary slightly; for example, substitution will be made from a 30-pill package to a package 

in the 28–32-pill range. 
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That some patients pay extra in order to get another product than the cheapest available suggests that they 

do not consider the product to be identical. This is confirmed by a survey among patients at Swedish 

pharmacies in which 30% responded that they had experienced a weaker (medical) effect after substitution 

and 22% reported more side effects (Olsson et al., 2015). However, of the 282 respondents, 18% had 

experienced a stronger effect and 14% fewer side effects. Olsson et al. (2015) also report that more than 

half of the respondents with low trust in the bioequivalence of the products still accepted the substitution 

in most cases and Granlund and Rudholm (2012) report that patients agreed to substitution in 83% of the 

cases when they had an option. 

From the early 1970s until 2009, the Swedish market for pharmacy retailing was served exclusively by a 

state-owned monopoly, Apoteket AB, but since July 1, 2009, also private pharmacies are allowed in 

Sweden (Ministry of Health and Social Affairs, 2009). In addition, two thirds of the pharmacies were sold; 

the majority in blocks to private investors, while a fraction was reserved for small investors, under special 

conditions. The change in ownership became effective during the first months of 2010. In parallel with the 

privatizations the price of off-patent substances was capped at 35 percent of the price during the patent 

period (conditional on some criteria being met, as discussed below). 

Firms wanting to sell pharmaceutical in Sweden need approval from the Swedish Medical Products 

Agency. Besides documentation, it costs 200 000 SEK to register a new substance and then, annually, 

46 000 SEK per substance and 22 500 SEK for each additional combination of strength and form of 

distribution. 

 

3. Data 

The dataset used here has been compiled by IMS Sweden and covers all prescription pharmaceuticals 

included in the pharmaceutical benefits scheme, with active substances no longer protected by patents, and 

which are sold at Swedish pharmacies from January 2006 through June 2012. We dropped 4 194 

observations belonging to 19 different substances, due to lack of information concerning which exchange 

group the product belongs to. 

The products were classified by IMS as originals, generics, or belonging to the category Others. Originals 

(or brand-name pharmaceuticals) are products that have previously been patent protected. Generics have 

the same active substance but other ingredients, such as binders, flavors, and colorants, may differ. Only 

0.5% of the observations belong to the category Others, which consist of, e.g., vitamins and/or minerals, 

and these are excluded from the analysis.  

The data also includes a variable indicating whether the product is parallel imported or locally sourced. 

Parallel imported drugs are sold mainly before the first generic entry and our dataset therefore includes 
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only 8 782 observations of parallel imports. In order to focus on the prices of locally sourced drugs, these 

observations are dropped leaving us with 168 188 observations of 4 730 different products in 1 303 

exchange groups, 490 drugs and of 191 different substances. A drug is here defined as a unique active 

substance-strength-form combination, so that for each drug there can be several exchange groups differing 

only in packet size. 

Table 1 presents the mean, standard deviation and minimum and maximum values for variables used in 

the estimations separately for generics and originals. The first variable, Pit, is the pharmacies’ purchase 

price for product i month t and lnPit is the natural logarithm of this variable. Due to the regulatory regime 

and as mentioned above, Pit is not just the official list price but also the actual transaction price. Data (not 

shown in tables) reveals that 96% of generics products and 97% of original products sold one month were 

also sold the previous month and that generics have different prices than they had last month in 38% of the 

observations while the corresponding number for originals is only 3%. Still, non-stationarity of lnPit is 

rejected on the 1% level for both categories.  

 

Table 1. Descriptive statistics 

 
Generics 

 
Originals 

  Mean S.D. Min Max 
 

Mean S.D. Min Max 

P 145.76 459.83 0.20 21100.24 
 

360.22 1082.87 4.27 23660.00 
lnP 4.12 1.22 -1.61 9.96 

 

4.91 1.32 1.45 10.07 

GenFirms 3.76 2.47 1 12 

 

2.16 2.12 0 11 

LnGenFirms 1.27 0.61 0.41 2.53 

 

0.66 0.84 -0.69 2.44 

Orig 0.48 0.50 0 1 

 

0.93 0.25 0 1 

AddFirms 1.92 2.15 0 12 

 

1.27 1.81 0 12 

lnAddFirms 0.49 0.92 -0.69 2.53 

 

0.15 0.90 -0.69 2.53 

ThAlt 1.39 1.20 0 4 

 

1.09 1.14 0 4 

lnThAlt 0.39 0.76 -0.69 1.50 

 

0.18 0.77 -0.69 1.50 

ThGenAlt 1.16 1.19 0 4 

 

0.96 1.12 0 4 

lnTHGenAlt 0.23 0.77 -0.69 1.50 

 

0.09 0.77 -0.69 1.50 

2009PriceCap 0.52 0.50 0 1 

 

0.43 0.49 0 1 

Months_Pat 326.09 492.28 0 2776 

 

469.80 719.12 0 2776 

lnMonths_Pat 4.98 1.38 -0.69 7.93 

 

5.03 1.66 -0.69 7.93 

DDD 5.3e+05 1.3e+06 0.00 1.4e+07 

 

3.7e+05 1.0e+06 0.00 1.4e+07 

lnDDD 10.88 2.55 -1.17 16.43 

 

10.40 2.49 -1.17 16.43 

Products 3,893     837    
Observations 133,667 

    

34,521 

   Note: Values for lnDDD is missing for 985 generic observations and 931 original observations. 

Figure 1 shows the distribution of price changes. For originals we see that nearly 40% of the price changes 

are reductions smaller than 10%. That nearly 10 percent of the price changes for original are reductions by 

60-70 percent is explained by the price cap introduced in July 2009, described in more detail at the end of 

this section. We also see that the average price changes are larger, in relative terms, for generics than for 

originals. 
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Figure 1. Distribution of price changes. The width of the bins is ten percentage points. For visual clarity, 

observations with no price changes are excluded; these account for 62% of the observations for generics and 97% for 

originals. Also, for generics the 2% of the price changes that exceed 300% are excluded. 

 

The prices of generics are on average 53% of the price of originals. Within the exchange group and month 

to which they belong, 29% of generics and 88% of originals have the highest price.  Also, 11% of 

originals are sold in exchange groups and months where two or three original products are sold. For 

example, both a 98 pills package and a 100 pills package may be sold or there may be sales of blisters as 

well as tins. These cases constitute nearly half of the cases when a given original product is not the most 

expensive one. Other examples occur when the original product is a 30 package that is just slightly more 

expensive than a 28 package, so that the 28 package is more expensive per pill, and when the original just 

has made a significant price cut.  

Figure 2 shows how the prices, which are not the highest, compare with the highest prices within the 

exchange groups. We see that originals, when they are not the most expensive, most often are less than 10 

percent cheaper per unit than the most expensive. For generics, in contrast, we see that it is quite common 

with prices lower than 15% of the highest price among exchangeable packages. 

Returning to Table 1, the third variable GenFirmset is the number of pharmaceutical companies selling 

locally sourced (i.e., excluding parallel imported) generic in exchange group e in month t. For 4% of the 

observations this variable takes the value 0, since only original products are sold. In order to avoid missing 

values when creating a logarithmic version of this variable, we define a semi-logarithmic version, 

lnGenFirmset, equal to ln(GenFirmset+0.5). Corresponding definitions are used for lnAddFirmset, lnThAltst, 

lnThGenAltst, and lnMonths_Patenst, but 0.5 is not added for lnPit, since Pit never takes the value zero, or 

for lnDDDet, discussed below.  
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Figure 2. Distribution of price bids per unit expressed as a percentage of the highest bid within exchange group and 

month, excluding observations with the highest bid. The width of the bins is five percentage points. The shares of the 

observations having the highest bid are 29% for generics and 88% for originals. 

 

Origet is an indicator variable taking the value 1 for observations where one (or several) firms sell only 

original products. Hence Origet takes the value 0 when no original product is sold but also in the cases 

when the firm selling an original product also sells a generic product, meaning that it is already included 

in GenFirmset. 

AddFirmset is defined as the number of firms selling at least one locally sourced product with the same 

substance as the product in question, minus the number of firms selling locally sourced products within 

the exchange group. In line with Brekke et al. (2009) and Pavcnik (2002), ThAltst is defined as the number 

of other pharmaceutical substances sharing the five-digit ATC code with substance s month t. ThGenAltst 

is defined as the number of therapeutic alternatives for which generic versions exist 

The variable 2009PriceCapst, relates to the price cap at 35% of the pre-patent-expiration price which 

became effective in July 2009. The price cap is effective conditional on at least one generic with a market 

share  of at least 10% having been sold at a price less than 30% of the pre-patent-expiration price, on 

generics having been sold in the Swedish market for more than four months, and on at least six months 

having passed since patent expiration. 2009PriceCapst is an indicator variable equal to 1 for 

pharmaceutical substances and months after June 2009 when at least six months have passed since patent 

expiration. That is, 2009PriceCapst equals 1 for observations that could be affected by the price cap. We 

choose not to condition on whether the price cap is actually in effect, because this depends on generic 

entry and generic prices and is, therefore, endogenous.  
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Months_Patst is defined as the number of months since the substance, according to IMS, lost its patent 

protection in Sweden or since the first generic product with the substance was sold, whichever came first.
5
 

For 38% of the observations we lack a date for patent expiration and for these observations the variable is 

based only on when the first generic product with the substance was sold. This likely creates a 

measurement error of a few months, but since the time from the onset of generic competition on average 

was 122 months for these 38%, this measurement error is quite small in relative terms. 

The variable DDDet is the number of defined daily doses sold in exchange group e in month t and lnDDDet 

is the natural logarithm of this variable. For 1% of the observations, DDDet equals zero, but should rather 

be missing since daily doses for these are not defined by the World Health Organizations. For these 

observations, we let lnDDDet, which we use as instrument in some specifications, remain missing rather 

than creating a semi-logarithmic variable. The last two rows of Table 1 indicate that the generics were 

observed on average 34 months and the originals on average 41 months.  

 

4. Econometric specifications  

As discussed in the introduction, one purpose of this paper is to distinguish between short- and long-term 

responses to changes in the number of competitors and to study how fast prices adjust towards new 

equilibriums. To this end, we use a partial adjustment model.  

With one lag of the dependent variable, the partial adjustment model is a special case of an error 

correction model. To see this, let  𝑌𝑡
∗ = 𝛿𝑋𝑡 + 𝜖𝑡, with index t representing time, describe the long-term 

equilibrium relationship and let  𝑌𝑡 − 𝑌𝑡−1 = (1 − 𝜃)(𝑌𝑡
∗ − 𝑌𝑡−1), or equivalent 𝑌𝑡 = 𝑌𝑡

∗ − 𝜃(𝑌𝑡
∗ − 𝑌𝑡−1), 

describe the dynamics. Substituting for 𝑌𝑡
∗ gives the equation to be estimated: 𝑌𝑡 = 𝜃𝑌𝑡−1 + 𝛽𝑋𝑡 + 𝜀𝑡, 

where 𝛽 = (1 − 𝜃)𝛿 and 𝜀𝑡 = (1 − 𝜃)𝜖𝑡.  

An error-correction model, in turn, is a reformulation of a model containing also 𝑋𝑡−1, i.e.  𝑌𝑡 = 𝜃𝑌𝑡−1 +

𝛽0𝑋𝑡 + 𝛽1𝑋𝑡−1 + 𝜀𝑡. Subtracting 𝑌𝑡−1 from both sides gives a more common representation of the error-

correction model: Δ𝑌𝑡 = 𝛽0Δ𝑋𝑡 − (1 − 𝜃)[𝑌𝑡−1 + 𝛾𝑋𝑡−1] + 𝜀𝑡, where 𝛾 =
𝛽0+𝛽1

1−𝜃
. 

Since  we  have  stationary  data,  we  can  use  a  partial  adjustment  model  and  we  choose  this  option 

mainly because it is easier to find strong instrumental variables for this model. We focus on a partial 

adjustment model  with  two  lags  of   the  dependent  variable  so  that  the  dynamic  is  described by   

𝑌𝑡 = 𝑌𝑡
∗ + 𝜃1(𝑌𝑡−1 − 𝑌𝑡

∗) + 𝜃2(𝑌𝑡−2 − 𝑌𝑡
∗). Substituting for 𝑌𝑡

∗ gives the equation to be estimated: 

𝑌𝑡 = 𝜃1𝑌𝑡−1 + 𝜃2𝑌𝑡−2 + 𝛽𝑋𝑡 + 𝜀𝑡, where 𝛽 = (1 − 𝜃1 − 𝜃2)𝛿 and 𝜀𝑡 = (1 − 𝜃1 − 𝜃2)𝜖𝑡. Hence, the 

                                                           
5
 That generic versions were sometimes sold before patent expiration might indicate that the expiration date was 

disputed, but it is also possible that it was sold according to a license issued by the patent holder. As shown in the 
appendix, we get the same main result if we instead use lnMonths_PatBst – a version of the variable where only 
IMS’s patent expiration date is used, when it is available. 
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long-term effect can be obtained by dividing the estimated parameters by (1 − 𝜃1 − 𝜃2). In the appendix 

we show that the key OLS results are very similar if we instead use error-correction or partial adjustment 

models with more lags. 

We first use ordinary least squares estimation for Specification 1:  

𝑙𝑛𝑃𝑖,𝑡 = 𝜃1𝑙𝑛𝑃𝑖,𝑡−1 + 𝜃2𝑙𝑛𝑃𝑖,𝑡−2 + 𝛽1𝑙𝑛𝐺𝑒𝑛𝐹𝑖𝑟𝑚𝑠𝑒,𝑡−1 + 𝛽2𝑂𝑟𝑖𝑔𝑒,𝑡−1 + 𝛽3𝑙𝑛𝐴𝑑𝑑𝐹𝑖𝑟𝑚𝑠𝑒,𝑡−1

+ 𝛽4𝑙𝑛𝑇ℎ𝐴𝑙𝑡𝑠,𝑡−1 + 𝛽5𝑙𝑛𝑇ℎ𝐺𝑒𝑛𝐴𝑙𝑡𝑠,𝑡−1 + 𝛽62009𝑃𝑟𝑖𝑐𝑒𝐶𝑎𝑝𝑠,𝑡

+ 𝛽72009𝑃𝑟𝑖𝑐𝑒𝐶𝑎𝑝𝑠,𝑡−1 + 𝛽82009𝑃𝑟𝑖𝑐𝑒𝐶𝑎𝑝𝑠,𝑡−2 + 𝛽9𝑙𝑛𝑀𝑜𝑛𝑡ℎ𝑠_𝑃𝑎𝑡𝑠,𝑡

+ ∑ 𝐼_𝑀𝑜𝑛𝑡ℎ𝑠_𝑃𝑎𝑡𝑠,𝑡
𝑚

6

𝑚=2

+ 𝜂𝑡 + 𝜇𝑖 + 𝜀𝑖,𝑡 , 

(1) 

where indices i, e, s, and t represent product, exchange group, substance, and time in months, respectively. 

This and other specifications are estimated separately for generics and originals. 

We use one-month lags for the number of generic firms (𝑙𝑛𝐺𝑒𝑛𝐹𝑖𝑟𝑚𝑠) and for the indicator variable for 

(at least) one brand-name firm selling products in the market (𝑂𝑟𝑖𝑔), as well as for the variables, 

𝑙𝑛𝐴𝑑𝑑𝐹𝑖𝑟𝑚𝑠, 𝑙𝑛𝑇ℎ𝐴𝑙𝑡 and 𝑙𝑛𝑇ℎ𝐺𝑒𝑛𝐴𝑙𝑡. This is because firms, when they at the end of t – 2 set their 

prices for period t, can observe the other firms’ price bids for month t – 1. Hence, when the prices for 

month t are set, firms have good information about the number of competitors they will face in month t – 

1, but lack this information for month t. We use a logarithm transformation for the number of generic 

firms because it is reasonable to think that the effect of an additional firm becomes smaller as the number 

of firms increases. In Section 5, we demonstrate that using indicator variables for the number of generic 

firms gives similar results. 

𝑂𝑟𝑖𝑔𝑒,𝑡−1 is included to study if a firm only selling original product(s) contribute at all to price 

competition. To study the importance of the number of additional firms selling products with the same 

substance as product i, but in other exchange groups, we include 𝑙𝑛𝐴𝑑𝑑𝐹𝑖𝑟𝑚𝑠𝑒,𝑡−1. The variables 

𝑙𝑛𝑇ℎ𝐴𝑙𝑡𝑠,𝑡−1 and 𝑙𝑛𝑇ℎ𝐺𝑒𝑛𝐴𝑙𝑡𝑠,𝑡−1 are included to control for competition from therapeutic alternatives 

and therapeutic alternatives with generic products. Since we study the off-patent part of the market, we do, 

however, not expect large effects of these variables. 

We include 2009𝑃𝑟𝑖𝑐𝑒𝐶𝑎𝑝𝑠,𝑡 (taking the value 1 from July 2009 and onwards for potentially affected 

products) together with its first two lags. The lags are included to make it possible to offset the effect of 

including the lags of the dependent variable. We want to do this since it is possible that the long-term 

effect of the price cap equals, or is close to, the short-term effect. This should be true for many originals 

directly affected by the cap since they cannot choose to delay the mandatory price cut. It is, however, 

possible that the long-term effect of the price cap for some originals is a price below the cap, since their 
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marginal consumer after the initial price cut might be more price sensitive. If 𝜃1𝛽6 + 𝛽7 = 0 and 𝜃2𝛽6 +

𝛽8 = 0 the short-term effect of the price cap equals its long-term effect.
6
  

To allow for the possibility that prices fall faster in markets with resent patent expiration, we control for 

𝑙𝑛𝑀𝑜𝑛𝑡ℎ𝑠_𝑃𝑎𝑡𝑠,𝑡 as well as for five variables indicating that two to six months have passed since the 

patent expired or generic competition began. On-patent drugs are not included in the sample and the two 

lags hence imply that 𝑀𝑜𝑛𝑡ℎ𝑠_𝑃𝑎𝑡𝑠,𝑡 is not less than two for any observations included in the regressions. 

Including the indicator variables is potentially important in order to identify the effect of the price cap, 

since it only can affect substances whose patent expired at least six months ago.  

Note that the coefficients for 𝑙𝑛𝑀𝑜𝑛𝑡ℎ𝑠_𝑃𝑎𝑡𝑠,𝑡 and the related indicator variables only capture non-linear 

effects of the time since patent expiration or onset of generic competition since we also control for time 

itself, using the specific effects 𝜂𝑡.
7
 We also control for product fixed effects, 𝜇𝑖, and allow the error terms 

to be correlated within substances. If we instead cluster on drug, exchange group, or product level the 

estimated standard errors becomes, on average, 21%, 30%, and 34% smaller, respectively. 

A potential problem is that serially correlated error terms could cause bias in the estimator for the lags of 

the dependent variable. We have therefore tested for serial correlation up to three months using a test 

proposed by Cumby and Huizinga (1992), as implemented by Baum and Schaffer (2013) for STATA. The 

test can be applied to panel dataset as ours where some regressors (such as lags of the dependent variable) 

are only weakly exogenous. At the 1% significance level, we cannot reject the null hypotheses of no serial 

correlation for any of the lags, but for generics we can reject the null of no first- and second-order serial 

correlation at the 5% significance level. The serial correlation is small; the estimated correlation between 

𝜀𝑖,𝑡 and 𝜀𝑖,𝑡−1 is -0.155 while it is -0.003 for 𝜀𝑖,𝑡 and 𝜀𝑖,𝑡−2. Hence, the bias of the OLS estimator caused by 

this is likely negligible.
8
 Because of this and the relative low variance of the OLS estimator, we focus on 

OLS and IV results in the results section, but in the appendix we show that GLM regressions, allowing for 

first- and second-order serial correlation, gives nearly identical results as the OLS regressions. 

Another potential source of endogeneity bias occurs when the lagged dependent variable is included 

simultaneously with fixed effects. Fortunately, this bias is decreasing with the number of time periods, and 

(for more than a few time periods) its limit as the number of fixed-effect units approaches infinity is of the 

                                                           
6
 To see this, note that 

𝑑𝑙𝑛𝑃𝑖,𝑡+1

𝑑2009𝑃𝑟𝑖𝑐𝑒𝐶𝑎𝑝𝑠,𝑡
=

𝜕𝑙𝑛𝑃𝑖,𝑡+1

𝜕𝑙𝑛𝑃𝑖,𝑡

𝜕𝑙𝑛𝑃𝑖,𝑡

𝜕2009𝑃𝑟𝑖𝑐𝑒𝐶𝑎𝑝𝑠,𝑡
+

𝜕𝑙𝑛𝑃𝑖,𝑡+1

𝜕2009𝑃𝑟𝑖𝑐𝑒𝐶𝑎𝑝𝑠,𝑡
= 𝜃1𝛽6 + 𝛽7 and that 

𝑑𝑙𝑛𝑃𝑖,𝑡+2

𝑑2009𝑃𝑟𝑖𝑐𝑒𝐶𝑎𝑝𝑠,𝑡
= 𝜃2(𝜃1𝛽6 + 𝛽7) + 𝜃2𝛽6 + 𝛽8.  

7
 An alternative would be to include also the first and second lag for 𝑙𝑛𝑀𝑜𝑛𝑡ℎ𝑠_𝑃𝑎𝑡 to allow the short-term effect 

also of this variable to equal its long-term effect. We have chosen not to do so in Specification 1, since including 
these variables create so much multicollinearity, since we also include time-specific fixed effects, while it has 
negligible effects on the estimates for the other variables. 
8
 Based on Monte Carlo studies on time-series data Keele and Kelly (2005) report biases of less than 3% for both 

the short- and long-term effect, when using OLS with a lagged dependent variable in a situation where the 
correlation coefficient is 0.2. 
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order – (1 +  𝜃)/(T − 1) where 𝜃 is the true effect of the lagged dependent variable and T is the number 

of time periods (Nickell, 1981). With 𝜃 = 0.5 and 𝑇 = 36 (which is the average in our data) – (1 +

 𝜃)/(1 − T)  = −0.04,  indicating that the bias in our case can be expected to be small. For high values of 

𝜃, like 0.9, Nickell notes that Monte Carlo simulations indicate that the bias can be considerably smaller 

in absolute size than suggested by this formula. 

One way to avoid this Nickell bias is to take first difference to get rid of the fixed effects and 

instrumenting Δ𝑙𝑛𝑃𝑖,𝑡−1 that, then, becomes endogenous. When testing this, in two out of three 

specifications, the sum of the point estimates for the lagged coefficients became slightly lower than in the 

OLS specification, which is contrary to expectations since the OLS estimators should suffer from a 

negative bias. In the third specification the sum of the coefficients became identical on the second decimal 

to that obtained using OLS, but in all specification the standard errors became significantly larger than 

when using OLS.
9
 This indicates that the bias is indeed small and that not trying to avoid this bias by 

taking first differences and instrumenting likely give better point estimates. In the paper, we focus on 

estimations where we have not accounted for this small bias, but in the appendix we show that nearly 

identical results are obtained when using a bias-corrected estimator, and we also report result from 

specifications where this bias is reduced by using firm*drug fixed effects instead of product fixed effects. 

If firms have naïve expectations in the sense of expecting the number of competitors in month t to be the 

number they observe in month t – 1, Specification 1 can be used to study the causal effect of the number 

of competitors. The reason is that the error terms only depend on the current price shock, while the lags of 

the dependent variable control for previous price shocks, and that firms in t – 3, when they choose whether 

or not to bid for t – 1, most likely cannot predict price shocks in month t. If we were using yearly averages 

in the estimations, rather than monthly, we could of course get endogeneity bias since firms, for example, 

can leave a market during a year in response to unexpectedly low prices in the beginning of the year.  

If firms have rational expectations, rather than naïve, 2SLS estimation can be preferable. Thus, we also 

present results from two 2SLS specifications when, instead of their lags, 𝑙𝑛𝐺𝑒𝑛𝐹𝑖𝑟𝑚𝑠𝑒,𝑡, 𝑂𝑟𝑖𝑔𝑒,𝑡, 

𝑙𝑛𝐴𝑑𝑑𝐹𝑖𝑟𝑚𝑠𝑒,𝑡, 𝑙𝑛𝑇ℎ𝐴𝑙𝑡𝑠,𝑡, and 𝑙𝑛𝑇ℎ𝐺𝑒𝑛𝐴𝑙𝑡𝑠,𝑡 are included. The first lags of these variables and 

𝑙𝑛𝐷𝐷𝐷𝑒,𝑡−2 are used as instruments in the Specification IV 1, while their second lags and 𝑙𝑛𝐷𝐷𝐷𝑒,𝑡−2 are 

used in Specification IV 2. 

                                                           
9
 For both generics and originals we have estimated specifications where 𝑙𝑛𝑃𝑖,𝑡−3  and Δ𝑙𝑛𝐺𝑒𝑛𝐹𝑖𝑟𝑚𝑠𝑒,𝑡−2 are used 

as instruments for Δ𝑙𝑛𝑃𝑖,𝑡−1. For originals, where the second lag is less important, we also estimated an IV 

estimation excluding this lag which enable us to use 𝑙𝑛𝑃𝑖,𝑡−2  as an instrument together with Δ𝑙𝑛𝐺𝑒𝑛𝐹𝑖𝑟𝑚𝑠𝑒,𝑡−2. In 

all specifications, the Kleibergen-Paap rk LM statistic was above 26, allowing us to reject underidentification on the 
1% significance level and we could not reject the null hypotheses of valid instruments based on the Hansen J 
statistic. 
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One argument for using 2SLS rather than OLS when the competition variables are not lagged, is that our 

econometric prediction using information available in month t-2 might be closer than the realizations in 

period t to the predictions the firms make when they, in month t-2, submit their bids. Another argument is 

that in the presence of serial correlation, 𝑙𝑛𝐺𝑒𝑛𝐹𝑖𝑟𝑚𝑠𝑒,𝑡, 𝑂𝑟𝑖𝑔𝑒,𝑡, 𝑙𝑛𝐴𝑑𝑑𝐹𝑖𝑟𝑚𝑠𝑒,𝑡 can be endogenous 

since firms in month t-2, when they decide whether or not to be active in the market in period t, have 

observed 𝜀𝑖,𝑡−1 (since prices are announced one month ahead). If we have serial correlation similar to that 

for generics in the OLS regression, also the first lags might be slightly endogenous since they can depend 

on 𝜀𝑖,𝑡−2. However, the second lags should be valid instruments even if we, in the IV specifications, have 

similar first- and second-order correlation coefficients as in the OLS regression, since the correlation 

between 𝜀𝑖,𝑡 and 𝜀𝑖,𝑡−3 then will be below 0.01 in absolute value. We find no evidence of serial correlation 

in the IV 1 regressions on the 5% significance level, but do find second-order serial correlation on the 

10% level and, therefore, report the result of the IV 2 specifications as comparisons.
10

 

 

5. Results 

In Table 2 we see that the adjustment speed is much faster for generics than for originals. This is expected 

partly because raising the price of a product that already was the most expensive one in an exchange group 

might result in that product being excluded from the pharmaceutical benefit scheme. In Table A1 in the 

appendix, we study the speed of adjustment more closely and show that, for generics, more than two thirds 

of the adjustment towards the new long-term equilibrium takes place within three months, irrespective of 

whether a partial adjustment, an error-correction or a generalized linear model accounting for second-

order serial correlation is used. For originals, however, only about one fifth of the adjustment takes place 

within three months. 

The estimates for the five competition variables, 𝑙𝑛𝐺𝑒𝑛𝐹𝑖𝑟𝑚𝑠 – 𝑙𝑛𝑇ℎ𝐺𝑒𝑛𝐴𝑙𝑡, show that it is the number 

of firm selling generic product within the exchange groups that matters the most. That there is an 

additional firm selling the original product has no significant effect. 

The estimates for 𝑙𝑛𝐴𝑑𝑑𝐹𝑖𝑟𝑚𝑠 show that the number of firms selling locally sourced products with the 

same substance, but not a product in the exchange group, only has a significant effect in the OLS 

specification for generics. A possible explanation is that the OLS coefficient for 𝑙𝑛𝐴𝑑𝑑𝐹𝑖𝑟𝑚𝑠𝑒,𝑡−1 reflects 

that firms expect to face more competitors in the exchange group the more additional firms there are 

within the substances. This explanation is supported by that 𝑙𝑛𝐴𝑑𝑑𝐹𝑖𝑟𝑚𝑠𝑒,𝑡−1 has a positive effect in the  

                                                           
10

 A possible explanation as to why we find significant serial correlation for generics when using OLS but not, on the 
5% level, when using IV, is that the serial correlation in the first case is caused by serial correlation in the difference 
between the lag of one of the competition variables, e.g. 𝑙𝑛𝐺𝑒𝑛𝐹𝑖𝑟𝑚𝑠, and firms’ expectation about the value of 
this variable in month t. 
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Table 2. Estimation results for 𝑙𝑛𝑃𝑖,𝑡 
 Generics  Originals 

 OLS IV1 IV2  OLS IV1 IV2 
𝑙𝑛𝑃𝑖,𝑡−1 
 

0.509*** 0.508*** 0.508***  0.913*** 0.912*** 0.912*** 
(0.014) (0.014) (0.014)  (0.017) (0.017) (0.016)    

𝑙𝑛𝑃𝑖,𝑡−2 0.164*** 0.164*** 0.164***  0.031** 0.031** 0.031**  
(0.014) (0.014) (0.014)  (0.015) (0.016) (0.015)    

𝑙𝑛𝐺𝑒𝑛𝐹𝑖𝑟𝑚𝑠𝑒,𝑡−1 -0.237*** 
  

 -0.008*** 
 

               
(0.022) 

  
 (0.003) 

 
               

𝑙𝑛𝐺𝑒𝑛𝐹𝑖𝑟𝑚𝑠𝑒,𝑡 
 

-0.277*** -0.270***  
 

-0.010*** -0.008**  

 
(0.026) (0.026)  

 
(0.004) (0.003)    

𝑂𝑟𝑖𝑔𝑒,𝑡−1  
 

-0.022 
  

 -0.003 
 

               
(0.016) 

  
 (0.005) 

 
               

𝑂𝑟𝑖𝑔𝑒,𝑡 
  

-0.020 -0.017  
 

-0.003 -0.005    

 
(0.019) (0.023)  

 
(0.006) (0.004)    

𝑙𝑛𝐴𝑑𝑑𝐹𝑖𝑟𝑚𝑠𝑒,𝑡−1 -0.018** 
  

 -0.002 
 

               
(0.008) 

  
 (0.002) 

 
               

𝑙𝑛𝐴𝑑𝑑𝐹𝑖𝑟𝑚𝑠𝑒,𝑡  

 
 

 
-0.012 -0.015  

 
-0.001 0.002    

 
(0.011) (0.011)  

 
(0.003) (0.003)    

𝑙𝑛𝑇ℎ𝐴𝑙𝑡𝑠,𝑡−1  

 
 

-0.014 
  

 0.003 
 

                
(0.042) 

  
 (0.006) 

 
               

𝑙𝑛𝑇ℎ𝐴𝑙𝑡𝑠,𝑡 
 

-0.007 -0.003  
 

0.004 0.007    

 
(0.045) (0.050)  

 
(0.007) (0.008)    

𝑙𝑛𝑇ℎ𝐺𝑒𝑛𝐴𝑙𝑡𝑠,𝑡−1 -0.035 
  

 -0.002 
 

               
(0.021) 

  
 (0.007) 

 
               

𝑙𝑛𝑇ℎ𝐺𝑒𝑛𝐴𝑙𝑡𝑠,𝑡 
 

-0.042* -0.053*  
 

-0.003 -0.005    

 
(0.024) (0.027)  

 
(0.008) (0.009)    

2009𝑃𝑟𝑖𝑐𝑒𝐶𝑎𝑝𝑠,𝑡 0.006 0.015 0.017  -0.038* -0.035 -0.036    
(0.054) (0.054) (0.054)  (0.022) (0.023) (0.022)    

2009𝑃𝑟𝑖𝑐𝑒𝐶𝑎𝑝𝑠,𝑡−1 0.025 0.029 0.028  -0.031 -0.033 -0.034 
(0.045) (0.046) (0.046)  (0.051) (0.053) (0.054)    

2009𝑃𝑟𝑖𝑐𝑒𝐶𝑎𝑝𝑠,𝑡−2 0.033 0.036 0.038  0.032 0.032 0.031 
(0.039) (0.039) (0.039)  (0.040) (0.040) (0.039)    

𝑙𝑛𝑀𝑜𝑛𝑡ℎ𝑠_𝑃𝑎𝑡𝑠,𝑡 -0.081*** -0.085*** -0.085***  -0.012** -0.012** -0.012**  
(0.017) (0.017) (0.017)  (0.006) (0.006) (0.006)    

𝐼_𝑀𝑜𝑛𝑡ℎ𝑠_𝑃𝑎𝑡𝑠,𝑡
2  -0.375*** -0.368*** -0.367***  -0.024** -0.022** -0.021**  

(0.086) (0.084) (0.084)  (0.011) (0.011) (0.010)    
𝐼_𝑀𝑜𝑛𝑡ℎ𝑠_𝑃𝑎𝑡𝑠,𝑡

3  -0.198*** -0.190*** -0.189***  -0.030*** -0.030*** -0.029*** 
(0.067) (0.068) (0.068)  (0.010) (0.010) (0.010)    

𝐼_𝑀𝑜𝑛𝑡ℎ𝑠_𝑃𝑎𝑡𝑠,𝑡
4  -0.059 -0.049 -0.048  -0.018* -0.018* -0.018*   

(0.044) (0.044) (0.043)  (0.009) (0.010) (0.010)    
𝐼_𝑀𝑜𝑛𝑡ℎ𝑠_𝑃𝑎𝑡𝑠,𝑡

5  -0.047 -0.044 -0.044  -0.013* -0.013 -0.013    
(0.039) (0.038) (0.038)  (0.008) (0.008) (0.008)    

𝐼_𝑀𝑜𝑛𝑡ℎ𝑠_𝑃𝑎𝑡𝑠,𝑡
6  0.031 0.032 0.033  -0.034** -0.034** -0.033**  

(0.036) (0.037) (0.037)  (0.016) (0.016) (0.016)    
𝑑𝑙𝑛𝑃𝑖

∗/𝑑𝑙𝑛𝐺𝑒𝑛𝐹𝑖𝑟𝑚𝑠𝑒
∗ -0.725*** -0.845*** -0.824***  -0.146*** -0.172*** -0.135** 

(0.071) (0.083) (0.083)  (0.056) (0.066) (0.055) 
Observations 121895 120924 120924  32300 31424 31424 
R

2 
0.450 0.449 0.449  0.916 0.918 0.918 

K-P rk LM 
 

47.403 46.198  
 

44.494 43.342 
K-P rk LM, p-value  0.000 0.000   0.000 0.000 
Hansen J, p-value 

 
0.301 0.283  

 
0.125 0.130 

Serial corr. Lag 1, p-v. 0.044 0.443 0.454  0.847 0.737 0.649 
Serial corr. Lag 2, p-v. 0.012 0.099 0.109  0.248 0.542 0.581 
Serial corr. Lag 3, p-v. 0.770 0.194 0.208  0.783 0.511 0.186 
In all specifications, 75 indicator variables for month are included as we control for product-specific fixed effects. 
𝑙𝑛𝐺𝑒𝑛𝐹𝑖𝑟𝑚𝑠𝑒,𝑡−1, 𝑂𝑟𝑖𝑔𝑒,𝑡−1, 𝑙𝑛𝐴𝑑𝑑𝐹𝑖𝑟𝑚𝑠𝑒,𝑡−1, 𝑙𝑛𝑇ℎ𝐴𝑙𝑡𝑠,𝑡−1, 𝑙𝑛𝑇ℎ𝐺𝑒𝑛𝐴𝑙𝑡𝑠,𝑡−1, and 𝑙𝑛𝐷𝐷𝐷𝑒,𝑡−1 are used as instruments in 

the IV 1 specification, while 𝑙𝑛𝐺𝑒𝑛𝐹𝑖𝑟𝑚𝑠𝑒,𝑡−2, 𝑂𝑟𝑖𝑔𝑒,𝑡−2, 𝑙𝑛𝐴𝑑𝑑𝐹𝑖𝑟𝑚𝑠𝑒,𝑡−2, 𝑙𝑛𝑇ℎ𝐴𝑙𝑡𝑠,𝑡−2, 𝑙𝑛𝑇ℎ𝐺𝑒𝑛𝐴𝑙𝑡𝑠,𝑡−2, and 𝑙𝑛𝐷𝐷𝐷𝑒,𝑡−1 

are used as instruments in the IV 2 specification. K-P rk LM is short for the Kleibergen-Paap rk LM statistic, which indicates the 
strength of the instruments. The null hypothesis in the Kleibergen-Paap test is the model is underidentified. The null 
hypotheses for the Hansen J test is that the instruments are valid, i.e., uncorrelated with the error term. The last three rows 
report the p-value for the serial correlation test proposed by Cumby and Huizinga (1992). The null hypotheses are no serial 
correlation of the first-, second-, and third-order, respectively. Standard errors, robust to correlations within substances, are 
given in parentheses. ***, **, * indicate that the coefficient is statistically significant different from zero on the 1%, 5% and 
10% significance levels, respectively. 



 
 

first-stage regression for 𝑙𝑛𝐺𝑒𝑛𝐹𝑖𝑟𝑚𝑠𝑒,𝑡. To save space, the first-stage results are not presented in the 

paper but they are available upon request. Other results, not presented here, show that neither the number 

of parallel importers, nor the number of additional firms within the drug, has any significant effect on the 

prices. At the 5% level, we find no significant effect of therapeutic competition for these products, which 

all belong to substances where generic competition is possible, due to expired patent, and most often do 

occur. 

Returning to the most important competition variable, 𝑙𝑛𝐺𝑒𝑛𝐹𝑖𝑟𝑚𝑠, we see that for generics the point 

estimates are up to 4 percentage points larger in absolute size in the IV estimation. That is, firms appear to 

respond more to the econometric prediction of number of competitors done using information available to 

firms when they submit their bids, than they respond to simply the latest information on 

𝑙𝑛𝐺𝑒𝑛𝐹𝑖𝑟𝑚𝑠𝑒,𝑡−1. This is consistent with firms’ expectations being rational rather than naïve. For 

originals we only see this pattern when comparing the OLS estimates with those for IV 1 – the IV 

specification with slightly stronger instruments. In all IV regressions, the instruments are strong enough to 

reject the null hypotheses of underidentification and the null hypotheses of the instruments being 

uncorrelated with the error term cannot be rejected for any specifications. At the bottom of Table 2 we 

also report the test for serial correlations, which show that at the 5% significance level we cannot reject 

the null hypotheses of no serial correlation, except for the OLS estimation for generics. 

Figure 3 illustrates the predicted short and long-term percentage price reduction of the number of firms 

selling generic products within the exchange group, using the estimates from the IV1 specifications and 

the formula for calculating exact percentage changes.
11

 We see that an increase from one to two generic 

firms reduces prices by about 13% in the short term and 35% in the long term, while the effect of an 

increase from 1 to 10 firms is 42% in the short term and 81% in the long term. For originals, Figure 3 

illustrates the price reductions compared to having no generic competition. For example, the first generic 

firm reduces prices by 1% in the short-term and 17% in the long term, while the effects of an increase 

from zero to ten generic firms reduces prices by 3% in the short term and 41% in the long term. Using 

                                                           
11

 The formula 100*[exp(β)-1] can be used to calculate the percentage effect of a unit increase in an explanatory 
variable. For small effects, however, the parameter estimates approximately equal the percentage effect. For 
logarithmic variables, the coefficient can be interpreted as elasticities. Since our semi-logarithmic variables are 
defined by adding 0.5 before taking the natural logarithm, one needs to multiply the coefficient estimate with 0.80 
to approximate the elasticity of, say, 𝐺𝑒𝑛𝐹𝑖𝑟𝑚𝑠, when 𝐺𝑒𝑛𝐹𝑖𝑟𝑚𝑠 is around 2. When 𝐺𝑒𝑛𝐹𝑖𝑟𝑚𝑠 is around 3, one 
needs to multiply by 0.85 and as 𝐺𝑒𝑛𝐹𝑖𝑟𝑚𝑠 increases the coefficient for 𝑙𝑛𝐺𝑒𝑛𝐹𝑖𝑟𝑚𝑠 approaches the short-term 
elasticity of the price with respect to 𝐺𝑒𝑛𝐹𝑖𝑟𝑚𝑠. The exact short-term percentage effect of going from say one to 
two generic firms is 100*[exp[(ln2.5-ln1.5)*𝛽1]-1], while the long-term effect is given by 100*[exp[(ln2.5-
ln1.5)*𝛽1/(1 − 𝜃1 − 𝜃2)]-1]. 
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these figures, we can also infer that increasing the number of generic competitors from 1 to 10 causes 

prices of originals to fall by 2% in the short term 29% in the long term. 

 

Figure 3. Estimated short and long-term price effects of the number of generic firms (lnGenFirmse,t) on generic and 

original prices, in percentages. Note that the reference point for generics is one generic firm while for originals it is 

no generic firm. The lines illustrate the effect of lnGenFirmse,t predicted from the IV1 specifications and the gray 

area shows the associated 95% confidence intervals.  

Originals not only have a slower speed of adjustment than generics but also respond less to competition in 

the long term. This makes it easy in a static specification to miss that originals respond to competition. 

Indeed, when estimating static specifications on monthly or yearly observations, we found no significant 

effect of 𝑙𝑛𝐺𝑒𝑛𝐹𝑖𝑟𝑚𝑠 on the prices of originals. For generics, the main advantage of using a dynamic 

model on monthly data, besides allowing us to distinguish between short- and long-term effects and 

studying the speed of adjustment, is that the instruments that can be used in the dynamic models are much 

stronger and that the dynamic IV results are more robust to the choice of instruments. 

The estimates for 2009𝑃𝑟𝑖𝑐𝑒𝐶𝑎𝑝𝑠,𝑡 and its lags indicate that the price cap have had no significant effect 

for generics. The point estimates are positive, which might be due to the price-cap rule giving firms an 

incentive to avoid selling at prices below 30% of the originals on-patent price, as this would activate the 

price cap. For originals, the estimate for the long-term effect of the price cap, (𝛽7 + 𝛽8 + 𝛽9)/(1 − 𝜃1 −
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𝜃2), is in the first two specifications -0.64*** (0.18), indicating price reductions with on average 47%. In 

the IV 2 specification, the effect is two percentage points more negative. Neither for generics nor for 

originals can we rule out that the short-term effect of the price cap equals the long-term effect. However, 

this does not imply that the point estimates are very similar. Instead, this is largely a consequence of the 

price-cap effect being quite imprecisely estimated. This, in turn, is to be expected since we include year-

month fixed effects and since the price cap variable equals 1 for 97% of the observations after July 2009. 

Lastly, the estimates for 𝑙𝑛𝑀𝑜𝑛𝑡ℎ𝑠_𝑃𝑎𝑡𝑠,𝑡 and the related indicator variables show that prices fall the 

fastest the first month after patent expiration or the onset of generic competition. 

In Figure 4, we see that for generics nearly identical results are obtained when using indicator variables 

for the number of generic firms instead of the semi-logarithmic variable 𝑙𝑛𝐺𝑒𝑛𝐹𝑖𝑟𝑚𝑠𝑒,𝑡−1. Using 

𝑙𝑛𝐺𝑒𝑛𝐹𝑖𝑟𝑚𝑠𝑒,𝑡−1 assumes e.g. that the price reduction of going from 2 to 3 firms is equally large as that 

of going from 7 to 10 firms, since 3.5/2.5=10.5/7.5. When we use indicator variables, we relax this 

assumption but the results show that the effects are nearly identical; the long-term effect of a third firm is 

a price reduction with 22% (std. err. 4.14%) while that of going from 7 to 10 firms reduces prices with 

21% (std. err. 9.24%). Thus, the predicted large effects of increasing the number of firms, when that 

number is already large are not due to the choice of functional form.  

Also for originals the estimates using indicator variables suggest that the semi-logarithmic specification is 

reasonable. Except for one and eleven generic firms, the point estimates using indicators falls within the 

fairly small confidence interval obtained using the logarithmic variable. For originals we do, however, get 

considerably larger confidence intervals when indicator variables are used.  

Even though the competition in this market likely best can be described as a repeated price-setting game, 

it might be of interest to note how the relationship between prices and number of generic firms relates to 

static competition models. A Cournot-competition model would predict larger relative effects of the first 

competitors and, consequently, smaller relative effects when the number of firms is already large. A price-

setting model where each generic firm has an equal number of loyal consumers and compete for 

consumers that are not loyal (see e.g. Varian, 1980, and Barut and Kovenock, 1998) could result in very 

similar price-effect for generics as those estimated with dummy variables here, if the right assumptions are 

imposed about the theoretical minimum price, that are part of firms’ strategies, and the average price.
12

 

                                                           
12

 For example, if marginal cost is set to zero, 60% of consumers buying generics are assumed to buy the cheapest 
one while the other generics gets equally large market shares consisting of loyal (and price-insensitive) consumers 
and the maximum price is normalized to one, then the minimum price that are part of firms’ strategies becomes 
Pmin=0.4/(0.6*(GenFirms-1) for GenFirms>1. The average price will be a function of this minimum price, the 
maximum price (Pmax) and the number of firms. If the average price happens to be [(GenFirms -1)*Pmin+Pmax]/ 



19 
 

 

Figure 4. Estimated short-term price effects in percentages of number of generic firms previous month 

(𝐺𝑒𝑛𝐹𝑖𝑟𝑚𝑠𝑒,𝑡−1) on generic and original prices; comparison of logarithmic-form and flexible-form estimates. Note 

that different scales are used for generics and originals and that the reference point for generics is one generic firm 

while for originals it is no generic firm. The smooth line is the effect of 𝑙𝑛𝐺𝑒𝑛𝐹𝑖𝑟𝑚𝑠𝑒,𝑡−1 predicted from the OLS 

specification except that the difference between the point estimates for the constant between this specification and 

the one with indicator variables for number of generic firms previous month are added to these predictions. These 

differences are 0.12 for generics and -0.01 for originals. The gray area shows the associated 95% confidence interval. 

The dots are the point estimates of indicator variables for number of generic firms previous month and the associated 

95% confidence interval. When indicator variables are used, the coefficients for lnPe,t-1 and lnPe,t-2 are for generics 

0.508 and 0.163, compared with 0.509 and 0.164 when lnGenFirmse,t-1 is used. For originals the coefficients are 

0.912 and 0.031 compared with 0.913 and 0.031 when lnGenFirmse,t-1 is used. This implies that the long-term effects 

of number of generic firms previous month are also nearly identical.  

In the appendix we show that the key results do not change much if we instead: use an error-correction 

model; use a generalized linear model accounting for first- and second-order serial correlation; include 

more lags of the dependent variable; use an estimator correcting for the Nickell bias; use drug*firm fixed 

effects instead of product fixed effects; exclude products with the package size units Dosages, Grams, and 

Milliliters; or use a different variable to account for the age of the market. 

 

                                                                                                                                                                                            
GenFirms*0.88+Pmax*0.12, we get essentially the same long-term effects of GenFirms as that which is estimated in 
this paper. 
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6. Conclusions 

This paper provides an empirical investigation of the causal short- and long-term price effects of the 

number of sellers of pharmaceuticals. The analysis is done using panel data, allowing control for time-

invariant differences in demand and costs across products and to control for time-specific fixed effects. 

Studying this effect for pharmaceuticals has the advantage that the quality is highly controlled and not 

allowed to change over time. In addition, advertising directed toward consumers is banned by law for 

prescription pharmaceuticals in Sweden and the physical and financial conditions for delivery and 

payment are fixed by the market regulator, which further limits the scope for non-price competitive 

actions which trouble many studies trying to estimate the effect of the number of sellers on prices.  

Another problem in this field of research is the simultaneity problem. Applying a dynamic model to 

monthly data and using the fact that the rules require firms that want to be active in the market to submit 

their price bids two months in advance, effectively solves this problem. Hence, if firms are naïve, so that 

they expect the number of competitors in month t to be the number they observe in month t – 1, we can 

use OLS to estimate the effect of the number of firms with flexible-form specifications. If firms instead 

have rational expectations, we can use the number of firms in month t – 1 as a powerful predictor of the 

number in the subsequent month. 

The results show that in the long term generic prices fall by 81% and original prices by 29% as a 

consequence of the number of firms selling generics in the exchange group increasing from 1 to 10. The 

effect on generic prices is larger than the effects reported by Caves et al. (1991), Frank and Salkever 

(1997), Wiggins and Maness (2004) and Reiffen and Ward (2005), but lower than the observed price cuts 

25 months after generic entry that Bernt and Aitiken (2001) report. The effect for originals is larger than 

the estimates of Caves et al. (1991) for drugstore prices but in line with the estimates of Wiggins and 

Maness (2004). The results also show that the effect of additional competitors is large also when the 

number of firms is already quite large. For example, going from 7 to 10 firms reduces generic prices in the 

long term with 21% when no functional form is imposed for the effect of the number of firms on prices. 

This effect is about twice as large as that found by Reiffen and Ward (2005), who, to the best of our 

knowledge, is the only previous study that have estimate this causal effect without imposing a functional 

form. 

The paper contributes to the existing literature by estimating how fast firms adjust prices to changing 

number of competitors. For generic prices, 70% of the adjustment takes place within three months, but for 

originals the corresponding figure is only 20%. Like the other main results reported in the paper, these 

results are robust. To be more precise, the figures are around 70% and 20%, respectively, irrespective of 
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whether a partial-adjustment, an error-correction or a generalized linear model accounting for first- and 

second-order serial correlation is used. 

The large effect of the number of generic firms, also when the number is already quite large, implies that 

the pharmaceutical costs can be reduced substantially if this number was increased. One way to increase 

the number of competitors could be to increase the time between the auctions and the delivery periods. 

Then, firms would have more time to ensure deliveries in case of their bid is the lowest one, which might 

induce some to place bid also for package sizes that they do not have in stock. Another option can be to 

increase the length of the contract period, which could attract more competitors by increasing the value of 

the market and make collusion more difficult. A third policy option is to reduce the administrative fees for 

being active in the market.  

  



22 
 

Appendix 
Error-correction models and models with second-order serial correlation 

In Table A1 we compare the baseline OLS estimates with an error-correction model, that to increase the 

comparability with the baseline estimates also include a second lag of the dependent variable, and with a 

generalized linear model accounting for first- and second-order serial correlation (AR2). The standard 

errors for the AR2 estimations are smaller than for the other estimations, likely because that they are not 

robust to arbitrary correlations within substances. In the table we report the effect in month t, t+1, t+2, 

and t+3, of a persistent change in lnGenFirmse,t-1. We refer to the effect in month t as the direct effect. We 

also report the long-term effects of lnGenFirms as well as the speed of adjustment, defined as 1 minus the 

sum of the coefficients for the two lagged dependent variables.  

Table A1. Comparisons with error-correction models and a generalized linear model 

 Generics  Originals 

 
OLS Error-corr. AR2  OLS Error-corr. AR2 

Effect at t -0.237*** -0.193*** -0.200***  -0.008*** -0.013    -0.007*** 

 
(0.022) (0.025) (0.011)  (0.003) (0.010)    (0.002) 

Effect at t+1 -0.357*** -0.341*** -0.331***  -0.016*** -0.020* -0.015*** 
 (0.034) (0.033) (0.018)  (0.006) (0.011) (0.004) 
Effect at t+2 -0.458*** -0.448*** -0.432***  -0.023*** -0.027** -0.022*** 
 (0.043) (0.043) (0.024)  (0.009) (0.012) (0.006) 
Effect at t+3 -0.528*** -0.527*** -0.509***  -0.030*** -0.033** -0.029*** 
 (0.050) (0.050) (0.028)  (0.011) (0.014) (0.008) 
𝑑𝑙𝑛𝑃𝑖

∗

/𝑑𝑙𝑛𝐺𝑒𝑛𝐹𝑖𝑟𝑚𝑠𝑒
∗ 

-0.725*** -0.741*** -0.744***  -0.146*** -0.142*** -0.149*** 
(0.071) (0.073) (0.041)  (0.056) (0.050) (0.040) 

1 − 𝜃1 − 𝜃2  0.327*** 0.328*** 0.269***  0.057*** 0.056*** 0.050*** 
(0.011) (0.011) (0.005)  (0.007) (0.007) (0.003) 

Observations 121895 121895 121627  32300 32300 32203 
R

2 
0.450 0.222   0.916 0.125    

Note: The AR2 specification includes the same variables as the OLS specifications; see Table 2. The error-correction 
specification in addition includes one deeper lag for each independent variable. Unlike in the other model, the 
standard errors in the AR2 model are not robust to arbitrarily autocorrelation within substances. Standard errors 
are given in parentheses. ***, **, * indicate that the coefficient is statistically significant different from zero on the 
1%, 5% and 10% significance levels, respectively.  

For both generics and originals we see that the estimates for the long-term effect are not sensitive to the 

choice of model. Instead, the largest difference is found for the speed of adjustment. In the AR2 model for 

generics, the point estimate for this is six percentage points lower than in the baseline estimation. The 

slower adjustment is related to a smaller direct effect; for the AR2 model the direct effect is nearly four 

percentage points lower in absolute value compared to the baseline OLS estimates. The differences across 

model diminish fast, and are at month t+3 already just half as large as in month t. For originals, the most 

notable difference between the baseline OLS estimates and the error correction estimates is perhaps that 

the short-term effects are estimated far less precisely when using the error-correction model. Note that we 
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here report AR2 results also for originals, despite that the test did not indicate any serial correlation in the 

error terms for originals. 

Effects of instead using only one, or up to six, lags 

In Table A2 we see that for generics, the estimated short-term effect is five percentage points larger in 

absolute size when including only one lag of the dependent variable, while going from two to six lags, 

changes the estimated short-term effect with only two percentage points. We also see that the estimated 

long-term effect for generics is nearly unaffected by the number of lags included. For originals, we get 

identical results on the third decimals for both the short- and long-term effect when having one lag of the 

dependent instead of two. When six lags are included, the estimated long-term effect becomes three 

percentage points smaller in absolute size, but estimations not presented in tables show that this is nearly 

entirely driven by the changed sample. 

Table A2. Different number of lags of the dependent variable 

 Generics  Originals 

 
One lag Three lags Six lags  One lag Three lags Six lags 

lnPi,t-1 0.611*** 0.500*** 0.487***  0.944*** 0.909*** 0.906*** 
(0.012) (0.014) (0.015)     (0.007) (0.017) (0.017)    

lnPi,t-2 

 
0.154*** 0.153***  

 
0.013 0.031**  

  
(0.016) (0.015)     

 
(0.021) (0.015)    

lnPi,t-3 

 
0.030*** 0.014*    

 
0.021 0.001    

  
(0.008) (0.008)     

 
(0.016) (0.021)    

lnPi,t-4 

  
0.022**   

  
0.021    

   
(0.009)     

  
(0.025)    

lnPi,t-5 

  
0.006     

  
-0.009    

   
(0.006)     

  
(0.013)    

lnPi,t-6 

  
0.012**   

  
-0.011    

   
(0.006)     

  
(0.007)    

lnGenFirmse,t-1 -0.280*** -0.227*** -0.217***  -0.008*** -0.008** -0.007**  
 (0.025) (0.022) (0.023)     (0.003) (0.003) (0.003)    
∑ 𝑙𝑛𝑃𝑖,𝑡−𝑠  0.611*** 0.684*** 0.694***  0.944*** 0.943*** 0.939*** 

(0.012) 0.011 0.014  (0.007) (0.007) (0.007) 
𝑑𝑙𝑛𝑃𝑖

∗

/𝑑𝑙𝑛𝐺𝑒𝑛𝐹𝑖𝑟𝑚𝑠𝑒
∗ 

-0.719*** -0.720*** -0.711***  -0.145*** -0.140** -0.113** 
(0.067) (0.073) (0.082)  (0.048) (0.057) (0.050) 

Observations 126770 117623 106174  33223 31453 29202 
R

2 
0.442 0.446 0.429  0.918 0.914 0.912 

Note: The specifications only differ from the OLS specification (see Table 2) by including different number of lags 

of 𝑙𝑛𝑃 and 2009𝑃𝑟𝑖𝑐𝑒𝐶𝑎𝑝 (all specifications includes the same number of lags of 2009𝑃𝑟𝑖𝑐𝑒𝐶𝑎𝑝 as it includes of 

𝑙𝑛𝑃). Standard errors, robust to correlations within substances, are given in parentheses. ***, **, * indicate that 

the coefficient is statistically significant different from zero on the 1%, 5% and 10% significance levels, respectively. 

 
Other robustness checks 
As noted in section 4, we might have a small bias in the estimators for the lagged dependent variable since 

we also include product fixed effects. One way to address this is to use a bias-corrected estimator, where 

one first obtain unbiased, but perhaps imprecise, estimates, which then are used to approximate the bias. 
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In the last, step the approximated biases are subtracted from the OLS estimates. In columns 1 and 5 of 

Table A3 we report key results from such estimations done using the xtlsdvc routine by Bruno (2005), 

where the unbiased estimates in the first stage are from Anderson-Hsiao estimations.
13

 This routine is 

developed for the case with one lag of the dependent variable, so we exclude the second lag.  

Compared with the OLS estimates with just one lag, reported in the first and fourth columns of Table A2, 

we see that the estimate for lnPi,t-1 for generics is 3 percentage points larger using the bias correction, but it 

is identical on the third decimal for originals. For generics, the estimated short-term effect becomes 

slightly closer to zero after correcting for the bias and the long-term effect becomes four percentage points 

larger in absolute size. For originals the short-term effect becomes marginally larger in absolute size, 

resulting in a one percentage point more negative estimate for the long-term effect. 

An alternative to bias correction in our case is to reduce the Nickell bias by increasing the number of 

observations per fixed effect unit. To study this possibility, we in Table A3 report results obtained when 

using drug*firm fixed effects instead of product fixed effects. We then get 1.63 as many observations per 

fixed effect unit for both generics and originals. This should reduce the Nickell bias in the same order, e.g. 

from -0.05 to -0.03 if the formula – (1 +  𝜃)/(T − 1) applies, but is should be noted that this formula is 

only a rough approximations. In these specifications, we control for four polynomials of 

Rel_Package_sizesi, defined as Package_sizesi devided by the average package size within the drug*firm 

group, since different package sizes likely is the main difference across a firm’s products of the same 

drug.  

Comparing the results in columns 2 and 6 of Table A3 with columns 1 and 4 in Tables 2, we see that the 

coefficients for the lagged dependent variables become larger when using drug*firm fixed effects. For 

generics, these increases are larger than the expected reduction in the Nickell bias, possibly indicating that 

the drug*firm fixed effects together with the four polynomials for package sizes do not control away for 

all time-invariant differences across products, thus leading to a positive bias in the estimators for the lags. 

For originals, on the other hand, the increase is just about half of the increase predicted by the formula 

– (1 +  𝜃)/(T − 1). Comparing these specifications with the baseline OLS estimations, we also see that for 

generics the changes in the coefficients for the lagged dependent variables are offset by a changed 

estimate for 𝑙𝑛𝐺𝑒𝑛𝐹𝑖𝑟𝑚𝑠𝑒,𝑡−1, leaving the estimate for the long-term effect nearly unchanged. On the 

                                                           
13

 The Arellano-Bond and the Blundell-Bond instrument set was found invalid according to Sargan tests, which is 
the reason why we here only present result using the second lag of the dependent variable as instrument for the 
first difference of this variable, as suggested by Anderson and Hsiao (1982).  
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other hand, for originals the point estimate for the long-term effect is nearly one standard error larger in 

absolute size compared to the OLS 1 specification. 

In columns 3 and 7 of Table A3, we report key-results from estimations when excluding products with the 

package size units Dosages, Grams, and Milliliters, keeping just those with the most common 

measurement unit Number of pills or capsules. The motivation is that the definition of the package size 

groups, and hence the width of the exchange groups, differ across these four categories which potentially 

could influence the effect of the number of firms selling generic products within the exchange group. The 

results show that excluding these three categories increases the absolute value of the point estimate for the 

long-term effect with 0.01 for generics and 0.02 for originals. 

As described in the data section, lnMonths_Patst is defined using the number of months since the 

substance according to IMS lost is patent protection or since the first generic product with the substance 

was sold, whichever came first. In columns 4 and 8 of Table A3, we report results obtained when we 

instead use lnMonths_PatBst – a version of the variable where only IMS’s patent expiration date is used, 

when it is available. The main results are nearly identical with the OLS results presented in Table 2, but 

the point estimates for lnMonths_PatBst are not significantly different from zero and just about a tenth of 

the point estimates for lnMonths_Patst, indicating that lnMonths_Patst better explains the price variation in 

the data. 

  Table A3. Other robustness checks 

  Generics  Originals 

 
Bias-Cor. Drug*firm Pills lnM._Pat

B 
 Bias-Cor. Drug*firm Pills lnM._PatB 

lnPi,t-1 0.643*** 0.554*** 0.508*** 0.510***  0.944*** 0.924*** 0.912*** 0.912*** 

 
(0.002) (0.013) (0.014) (0.014)  (0.005)    (0.016)    (0.017)    (0.017)    

lnPi,t-2  0.206*** 0.164*** 0.165***   0.034**  0.031*   0.032**  

 
 (0.015) (0.014) (0.014)   (0.016)    (0.016)    (0.016)    

lnGenFirmse,t-1 -0.272*** -0.182*** -0.242*** -0.234*** -0.009*** -0.008***  -0.010***       -0.008*** 

 
(0.008) (0.015) (0.023) (0.023)  (0.002)    (0.002)    (0.003)    (0.003)    

lnMonths_PatBs

,t 
   -0.009     -0.001    

    (0.016)     (0.004)    
𝑑𝑙𝑛𝑃𝑖

∗

/𝑑𝑙𝑛𝐺𝑒𝑛𝐹𝑖𝑟𝑚𝑠𝑒
∗ 

-0.762*** -0.757*** -0.737*** -0.722*** -0.157*** -0.191*** -0.166*** -0..149*** 
(0.022) (0.057) (0.072) (0.073)  (0.029) (0.058) (0.057) (0.047) 

Observations 121896 121896 116019 121665   32300 29471 32107 
R

2 
 0.894 0.450 0.449   0.997   0.916 0.915 

Note: The specifications include the same variables as OLS 1 specification except that: the Bias-Cor. specification 
does not include lnPi,t-2 and 2009𝑃𝑟𝑖𝑐𝑒𝐶𝑎𝑝𝑠,𝑡−2; the Drug*firm specification includes Rel_Package_sizesi raised to 

the powers 1, 2, 3, and 4 and include drug*firms fixed effect instead on product fixed effects; and the lnM._PatB 
specification includes lnMonths_PatBst and five indicator variables related to this variable instead of lnMonths_Patst 
and its five indicator variables. The Pills regression only differ from the OLS 1 regressions by excluding observations 
with the package size units Dosages, Grams, and Milliliters. Standard errors, robust to correlations within 
substances, are given in parentheses. In the Bias-Cor. specification, bootstrapped standard errors using 50 
repetitions are reported. ***, **, * indicate that the coefficient is statistically significant different from zero on the 
1%, 5% and 10% significance levels, respectively.  
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